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A Video Compression Efficiency Andysis
using Progressive and Xnterked Scanning

Eric Petajan

Introduction

AT&T BelI Laboratories
Murray Hill, NJ 07974

The delivery of video programming to the consumer at a reasonable cost and with
the highest picture quafity  depends on a variety of technologies and systems. Individual
scenes are transduced with video cameras, fiIm cameras followed by telecine, or reduced
by computer. The video signals are then stored on analog video tape or digitized and
stored on tape, disk, or electronic image buffer. A finished program is produced by
editing individual scenes together. For the last 50 years programs have been delivered to
the consumer usins the NTSC system. Consumer grade video tape has more recently
provided a program delivery aitemative to broadcasting. Today we arc on the verge of
Introducing motion compensated video .compression  into the program delivery process.
The consequences of this are far rtaching and affect the traditional economics of the
entire press. In particular, the choice of video scanning format affects the cost and
quality of the video compression to varying degrees depending on scene content. This
paper provides an analysis of the relationship between scanning format, scene content,
and video compression efficiency as it affects picture quality.

Source Material Preparation

In the interest of conserving computing time and storage, a frame size of 304 H x
480 V WBS chosen. The 60 frame per second progressive scenes were  dezived  fkom
progressive high definition source material which was appropriately fWrcd and
resampkd  to 304H x 48oV.  The interlaced scenes were than derived from the pmgressivc
scenes by selecting the odd lines from the odd progressive frames  and the even lines from
the even progressive frames. Of course, the interlaced scenes have an effective vertical
resolution which is significantly lower than the progressive scenes I.

Video Coder Conflguratfon

A software implementation of an MPEG-2 coder* was used with progressive
refreshin (see below). No B-frames (bidirectional prediction) were used since the
benefit.0BE-frames is independent of scanning format. A bit-rate of 4 Megabitslsec  was
chosen for all experiments, except for the coding of random noise because of its
difficulty. The refresh rate was selected to achieve a startup in one third of a second for
both formats. Field/frame coding was used fc>r z!i interlaced scenes. Figure 1 illustrates
how the encoder can select whether to c:-ir:‘\!r:t,  ‘! ,(. FiLen block of pixels from an
interlacej fr:i!Ilt.; :-I:- (: i 911, f ,I.‘!) ficx!cb



Block of Pixels

,\ ”

Odd Lines

:ield Coding - - - - - II - - - - .
----c----L).

Even Line4
c--------111.

Figure 1. Field/frame coding

The picture quality was measured using the mean squared error of the difference
between the coded and the original pictures., This was expressed as a signal to noise ratio
in decibels using the following eqwtion:



It is generally accepted that differences in SNR of less than .5 dB are not Si@ifiCmt.

Static  and PredictaMe Scenes

this is in the coding of a static image sequence
information rc@rcd  by the decoder after startup
each frame wtuch consumes a tiny fraction of the bit-rate for a motion stqttene.
However, the USC of I-frames or I-blocks (I means intra-frame coding) dtamatkdly
increases the bit-rate to levels comparable to coded motion scenes.
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Figure 2. Video Encoder Loop
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Figure 3. Refreshing techniques

To achieve a given decoder startup time or insert edit point ‘odq 831 elltkc frame
must be intra-frame coded within the given time constraint. Since rc frame fate in our
progressive format (60 frikmcdscc) is twice that of the interkcd  format (30 fnmeskc),
the ratio of intra-codc  frames to inter-coded frames must be twice as high for the
inte&ced format compared to the progressive fomat to a&eve the sama decoder startup
time. Therefore, the number of intra-coded frames per sacred is equivalent betw~ our
interlaced and progressive formats.  This holds tnm for both I-fkames  and progrcss~e
refreshing with I-blocks. Since virtually all of the bit-rate from u coded static scene is
consumed by intra-kame information, the coded picture quality shoud not depend on
whether interlace or progressive scanning is used. Howevet,  the WdUtg  pms will not
remove interlace artifacts. Thus, for static scenes, progressive scanning provides
equivalent coded picture quality compared to interlaced scanning without interlace
artifacts. This was verified experimentally and the results are shown in the first row of
Table 1. The image of Chicago was coded with an SNR of 39.83 dB using progressive
and 39.97 dI3 using interlaced scanning. This .I4 dB difference is not significant.



Table i. Video coding resulu

The second row of Table 1 shows results for a Panned Map which is highly
predictable and contains no noise. As expected, the two formats performed nearly
equally with the progressive SNR higher than the interlaced SNR by .OS dB.

Random Noise

Now consider the codiig of a sequence of frames of random noise. This type of
scene is the opposite of a static scene from a video coding perspective, i.e., static scenes
axe completely correlated (at least temporally) and noise is completely uncorrelated.  The
only opportunity for redundancy removal  in *is case is the substitution of coding
artifacts for some of the random noise using human perceptual modeling. Again, the
in&a-coded block rate is equivalent between our two formats but now the inter-coded
blocks consume nearly as many bits as the intra-coded blocks and the interlaced format
has half as many inter-coded biocks per second as the progressive format. Therefore, the
coding of interlaced random noise should provide better fidelity than progressive random
noise. In effect, interlaced scanning of random noise discards half of the noise samples
before coding which reduces the bit-rate proportionately. The third row of Table 1 shows
the experimental rcsuIts  for this case where the coding of a noise sequence produced a 1.5
dB increase in SNR using interlace compared to progressive scanning. A bit-rate of 12
Megabit&cc  was used for this difficult scene to give reasonable SNR values.

Typkal Scenes

Row 4 of Table f shows coding resuits  for a scene which contains no noise but is
only partially predictable because it is a computer generated zoom using the Chicago still.
Block-based motion compensation can only approximate non-translational motiop  such
as morning or rotation. Progressive scanning is sfightly  favored for this scene  with a .28
dB increase in SNR  compared to interlace.

Typicat  camera scenes contain some noise cefectronk or film err&n), static or
temporally predictable areas (panning), and area with unpredictable or complex motion
(uncovered background, fast zooms). The conrribution to the total coded bit-rate from
each type of scene content is proporrionel to the area of each type integrated over the
duration ofthe scene. The contribution UI coded bit-rate from noise is proportion.21 to the
noise amplitude and spectral characteristic-x 7‘al~ic 1 I:srs two scenes in rows 5 and 6
which were fIlmed at 30 frames!s?contl  c:!~li-ri  F (:I : :: ! Tr~~ffic These scents were



scanned and digitized before coding and they were doubled in qxed to 60 frames per
second in order to derive both 60 frames/set  progressive and 30 framesisec interlace from
the SUIX SCC~CS.  Of course changing the frame rate in simulation is done merely by
changing a software ‘parameter. The Mall scene was shot indoors and contains the
random motion of a fountain and some complex motion (people wall&g). Increased film
grain from indoor tight levels and random motion gives the interlaced form of this scene a
,35 dB increase in SNR compared to the progressive form. Tttis is not significant and
does not tesult  in any visible improvement in picture quality. The Traffic scent was shot
outdoors and contains various s ch of motion.

Kit
The progressive form of thii scene

produced  a 32 dB increase in S
v&ible difference in picture quality.

compared to the interlaced form. This  is a somewhat
The interlaced forms of both scenes contain visible

. interlace artifacts,

corlclusions -

The experimental results clearly show on a wide variety of scenes that the picture

B
uality of coded progressive scenes is equal or better than that of the interlaced form of

t e same scenes. In one case the progressive picture quality was significantly better than
interlaced (not considering interlace artifacts). This may have been due to the increase in
spatial frequency energy in moving areas. If frame coding is used, moving edges are
jagged leading to high frequency DCT coefficient amplitude. If field coding is used, the
smaller block size reduces the efficiency of the DCT.

Since the pixel rate of the progressive format is twice that of the interlaced format,
the coding effkiency for progressive  scanning has been shown to be twice that of
interlaced scanning. The only exception to this is scenes with high amplitude random
noise. Properly coding such scene3  calls for noise filtering before coding using
progressive scanning. If the noise was intentionally added for effect then a block-based
pseudo-random noise pattern should provide sufficient spatial and temporal
redundancy for good picture quality. If the availability of progressive scan cameras is in
question then deinterlacing before video coding should provide most of the benefit of
progressive scanning.

References

1, C. Vogt, “Camera scanning standards in future television systems”, EBU Review No.
244, December 1990.

2. “IS0 CD I1 X72-2: Coding of Moving Pictures and Associated Audio for Digital
Storage Media at up to about 1.5 Mbit/s,” Nov. 1991.



4



Progressive versus Interlaced Coding

Philippe Guillotell and Stephane Pigeon*

+TXOMSON MULTIMEDIA R&D FRANCE *UNIVFXWIE CATHOLIQUE DE LOUVAIN
1, Avenue de Belle Fontaine 2, Place du Levant

355 10 Cesson-St%ign~,  FRANCE B- 1348 Louvain-La-Neuve. BELGIUM
Tel : +33 99.254280 Tel : +32.10.472X12
Fax : +33 99.254334 Fax : +32.10.47.20.89

E-Mail : guillotelp@tcetbsl.thomson.fi E-Mail : Pigeon@tele.ucllac.be

Abstract
Interlaced verse progressive scanning is an important issue when dealing with d&ital
television. Not On& because the changefiom  ruralog  to digi@L commsuu‘cation may be seen as
an opportunity to move to other formats, but also because of the well-known crrtifacts of
interlaced scanning (interline twitter, line crawling, andjield aliasing) compared to the natural
way of representing rWo-dimen.sional images as the progressive format does. However, dgitclr
broadcasting has to face the problem of transmitting twice the number of pels of the progressive
format. It is the purpose of this article to study this problem, and especialty to check !f the
increased vertical and temporal correlations of the progressive pictures provide a signifcant
improvement in the bit-rate reduction eflciency.  In that case, progressive scanning may also be
used as an intermediate transmission format to improve the compression performances of
interlaced sequences.

1. Introduction
Interlaced scanning was introduced about 25 ye&s ago as a simple and effective trick to halve
the bandwidth, resuIting in a shape size in the vertical/temporal domain adapted to the human
vision limitations, hence its high spatial definition and field rate. However, critical material
emphasii typical interlaced artifacts, such as the we%known interline twitter, line crawling
and field aliasing[l]. These defects are much more annoying today because of the improved
picture quality of both displays and cameras. Moreover, half the bandwidth for analog
transmission of TV signals is an efficient solution. whereas for digital communication the
challenge lies in achieving  a high picture quality at a given bit rate. This requirement in the
coding efficiency leads to the MPEG-2 standard [2].
From these considerations progtessive scanning can be considered as a candidate for a new
transmission format, because progressive  pictures have higher vertical resolution, seem much
more attractive than interlace for signal processing, and guarantee the compatibility with other
multimedia applications. Unfortunately, the number of samples is twice that of the existing
interlaced forma%

It is the purpose of this paper to cornpan &e effkiency of both progressive and interlaced
formats in the context of a h-PEG-2 coding scheme. Based on these results different conclusions
will be drawn to demonstrate that the progressive format improves the overall picture quality,
and that such a transmission format may be also an intermediate step towards progressive
broadcasting without loss of performances compared to the existing interlaced one.
Unfortunately the compression performances can not be SiqCficantly  increased.



2. Coding Effkiency Comparisons
The included simulation results are obtained from two different MPEG-2  broadcasting chains in
both scanning formats (details in [3]), and with the following sour% materials (results for the
four last progressive sequences are available only with interlaced display) :

l Interlaced : Mobile and Cahdar and Flower and Garden : From a tube camera;

l Pr o gr essive :

#RenataRAl :FromanHM’Vtubecamera;
# Kiel Harbor and Kiei Harbor 2 : Digitized photo with synthetic motion;
# Pendef  and Foot : From a progressive tube camera;
# Pops : From a progressive CCD camera;

Two dEkrcnt deinterlacers,  one at the transmitter side (high quality motion CompenWed  [4U,
one at the nctiver side (low cost macmblock based solution, makiug use of the tmnsm&d
MPEG-2 motion vectors), deal with the interlaced to progtessive  conversions (more details c a n
lx found in 153). The  opposite format changes are performed through verticat filtdlg
(including the Kell factor) and subsampling.
In addition, two bit-rates have been selected (4 Mbit/s excepted MOBIL.!3  encoded at 6 Mbit/s)
in order that the picture quality over all the set of sequences is constant (PSNR between 30 and
35 dB). The PSNR (Peak Signal to Noise Ratio) together with a subjective expert analysis
evaluate the efficiency of each scenario.

2.1 MPEG-2 Encoding Parameters
Some parameters have to be defined to comply with the MPEG-2 syntax. Among them some are
specific to the progressive format and can be optimized such as :

- progressivefrr;ne  set to 1, coded video contains only progressive frame pictures. It leads
to : pictwe~strucnue= “frame” and@n.eJwedframe_dct=l;
- framepredframc&r  set to 1. For each macroblock, this flag suppresses useless flags like
fkne~motion~~pe (2 bits) and dct-ype  (1 bit) from the bitstream;
- The motion estimator is a 5 hierarchical levels block-matching with a [-127,+1281~[-
63,+64] half@ vector range. It is based on a pyramidal structure which leads to a very
simplified and efficient data processing when dealing with progressive (1 vector instead of
5). Furthermore, it leads to a simplified mode decision processor.

Accordingly, progressive  coding reduces the side-information by 3 bits/macroblock,  it lowers
the number of vectors to transmit, and simplifies the chrominance  filters.
Other MPEG-2 parameters an identical for both formats such as the VLC intra tables
(inti~-vZcJ~~~=I),  the non-intra quantization  matrix (flat), the macroblock mode selection,
the thresholding  of the DCT coefficients, the quantizer type (q-scale_type=O)),  the zig-zag
matrix (&rnatc_scan=O).  All these points are not in the scope of this paper and will not be
further discussed
The encoder is thus MPEG-2  compliant except for its use of the progressive (not currently
supported by this profile). Anyway, the obwve of this study is to compare both formats with
the same picture size, and a new level might be further included in the MPEG-2 final standard
specification to comply with progressive scanning.

Finally, only the GOP structure remains to be specified. For interlaced signals the classical one
is used (M=3, N=12) when for progressive pictures computer simulations lead to M=5, N=25
(slightly more efficient than M=6, N=24).



2.2 PSNR and subjective picture evaluation

Let us just remind that between pictures of the same format a &xer PSNR  value generally
means a better picture qua&y if the gap is significant (greater than 0.5 do), otherwise subjective
picture evaluation is required. For instance with the previous display formats, and con.sideru’rg
that progressive display leads to a higher picture quality, a lower progressive PSNR value does
not necessarily mean a lower picture quality.

l Interlaced display @ogresGive coding + receiver interking / inmhxd coding + display) :

Mobile Kkl Renata
Coding Format Prog Int hit prop Int hit
PsNR(dB)  Y 2932 3230 3038 30.64 3211 31.61 33.49 33.14
-WI u 3390 34.45 33.47 3339 39.08 3923 36.07 35.69
P!ZNR(dB) V 31.85 3ill 31.87 3138 37.82 38.00 37.86 37.67

Foot Kid2 Pendel Pops
Coding Format . Prog Int Illt snt Illt
=(a y 32.23 30.84 29.17 27.81 41.25 41.87 36.35 36.99

Table 1 - PSNR (dB) for interlaced signals

Progressive coding performs slightly better (PSNR and picture quality) for 4 sequences (Kief,
Renata, Foot, Kiel 2). For two (Fkwer am-l PendeZ)  the visual quality is in favor of the
progressive format,  confirming that the PSNR difference is too low to be significant (FZmer <
0.3 dB), or too high for visual artifacts (Pendel). And fmally, Pops leads to visually similar
pictures (difference = 0.6 dB), and Mobile performs better when interlaced coded (+ 1 dB).
Thus the two formats perform similarly (average PSNR : 0.17 dB more for progmssive),  except
when the deinterlacing  failed. In addition, the Kell filter, for progressive to interlaced
conversion, acts as a post-filter to improve the picture quality of the interlaced decoder.

l F’rogressive display (progressive cod&g + @splay / interlaced coding + receiver deinterlaciug)  :

Mobile Flower - Kid Renata
Coding Format Prog lnt Rag Int Prog Int Rag Int
P!mR(dB) Y 31.30 27.5 1 31.41 26.59 3036 26.10 31.12 27.18
PSNR&~  u  3 4 . 2 6 33.28 34.10 33.68 40.47 3921 35.55 3424
-oJJv v 32.29 31.44 32.30 30.83 39.15 37.85 37.47 3632

Table 2 - PSNR (dB) for progressive signals

The only conchrsion  from the previous table is that the macroblock based deinterlacer does not
perfotm very well. It means that very simple and low cost solutions can not be used, and that
candid  design should be done to reach an acceptable quality.

l Interlaced / Progresshe chain @ogredive  coding + display / interlaced coding + display) :

Moblit?
Codlug Format Prog Int
=(a y 31.30 3230
P!mR(dB) u 34.26 34.45

Flower Kkl Renata
lnt Prog lnt Prog rllt

31.41 30.64 30.36 31.61 31.12 33.14
34.10 33.39 40.47 39.23 35.55 35.69

-wn v 32.29 3211 32.30 31.38 39.15 38.00 37.47 37.67

Table 3 - PSNR (dB) for progressive and interlaced broadcasting

From table 3 interlaced broadcasting seems better than progressive except for Flower. As a
matter of fact, subjective evaluation show that, besides nearly 1 dB loss (for Mobile), the picture
quality is higher with prngrexsive  encoding c)f 1 :itr~ I:ict~i w~rces because it removes the,



interlaced artifacts (flicker). In addition, the double resolution of he pmgressive original
pictures explains the PSNR loss when progressive encoded, but the picture quality can be higher
(fixed and detailed areas of Kiev), or lower (interlaced effects sometimes masks  the coding
artifacts of Rena@) depending on the scene content.

From the three previous analysis, the following conclusions can be pointed out :
l)- An all progressive chain is generally preferred to an all interlaced one;
2)- In case of interlaced display, progressive transmission improves the picture qua&Y of

progressive sources compared to their interlaced versions, and the loss of resobion with
interlaced sources (due to the interlacing filter) can supersede the reduction of blocking
@ects brought by the progressive encoding.

To explain these results, the following classification has to be done between sequtnces with
similar vertical resolution and acqucnccs with different vertical resolution, but also depending
on the motion content It leads to table 4.

I)- Without matron  04obile. Pendel. Pops. end of Renaa) : The pictures am frame coded  in
both formats, thus the spatial correlations  and the motion perfbrmances are similar. The double
number of pels of the progressive leads to a double bit-rate for I frames, but also for B frames
since twice the munber of vectors have to be transmitted (the bit-mm quimd for the
macroblock header including motion vectors is 30% to 40% of the total bit-ram). For P frames
the motion estimator performs better with progressive scanning (lower temporal distance), and
the bit-rate required for the macroblock header represents  less than 20%. However, it is not
enough to prevent the 1 dB loss moving to progressive scanning in the case of interlaced source
pictures, and this is increased up to 3 dB loss for progressive sources pictures because of the
increased resolution;

. . . . . .2)- With rm!ad&wer. Fot%JWAel2. bvThe pictures are field coded.
The number of motion vectors is the’ same in both case (2 fields vectors are transmitted per
macroblock). It can thus be expected to hati the same bit-rate for the B frames whatever the
format is. In addition, once again progressive petinns  slightly better for the motion prediction,
the bit-rate is thus expected to be lower than twice that of the interlaced P frames. Finally, the
spatial correlation is probably better for progressive pichues,  the bit-rate for I frames should not
be too much higher than in the interiaced  case. The result  is 1 dB gain moving towards
progressive scanning with interlaced source signals and 1 dB loss with progressive source
signals (once again the additional 2 dB loss is due to the increased vertical resolution);

Progallt coding + Iat display

Interlaced source Propesive source
Static Motion static Motion

-3 --1 -1 +l

Table 4 - PSNR gain (dB) moving towards progressive scanning

When interlaced display is perfoxmed for each format, 2 dB have to be subtracted to the
performances of the interlaced origiual pictures, and 2 dB have to be added to those of the
progressive sources (the first gain is due to an average value computed with less samples, and
the second loss to a filtering effect).



2.3 Influence of the Bit-Rate

Is the comparison between progressive  and intedaced scanning bit-rate dependent ? TO answer
this question, simulations on the sequence Pops have been performed at 2, 4 and 6 Mbit/s
considering interlaced display. Table 5, clearly shows that if interlace  is better at hi& bit-rates
this is still true at low ones if not even mote (from 0.6 dB at 6 Mbit/s, up to 1.7 dB at 2 Mbit/s).
The number of pels as well as the vertical and horizontal resolution are very critical at low bit-
rates, and, even with interlacing, prefiltering is often required to smooth the picture content If at
high bit-rates the increased vertical resolution cau be compensated, it is not true at low ones.
Consequently, the performances of the progressive format decrease faster than those of the
interlaced one at low bit-rates.

Bit-rates
Coding Format
PsNR(dB) Y

2 Mbit/s 4 Mbit/s
Int Int

3217 33.87 36.35 36.99

Table 5 - PSNR (dB) at different bit-rates

6 Mbit/s
Prog lnt
37.98 38.58 .

2.4 Influence of the Picture Complexity
It has been shown that the conclusions differ depending on the picture content. Table 6 sum up
the previous results by decreasing order of complexity value, referring to the original
pmgtessive sequences that have been interlaced The PSNR can be considered related to the
difficulty to encode a picture, thus it is selected as complexity measure (a high complexity gives
a low value)

Kkl2uum Foot OIQ) Kk1WQ1 Ramta @aa) Poprwm Pendd  (wa)
CodlagFomtat  F’mg Int prwr In1 prog Int h Int pron Int prog rxlt
PSNR(ds)  Y 29.17 27.81 3223 30.84 3211 31.61 33.49 33.14 3635 36.99 41.25 41.87

?able  6 - PSNR (dB) for different picture complexity

From table 6, progtessive performs clearly better for complex images and a little worse for
pictures with a low complexity. The reason is &at at low complexity the progressive format
bring no additional information compared to interlace, and since twice the number of lines
should be transmitted it results in slightly lowering the PSNR of the decoded pictures. However,
since the gap is nearly equal to 0.5 dB, and since both progressive and interlaced PSNR am
high, no noticeable difference between both formats can be seen.

2.5 Influence of the Deinterlacing
Moving towards progressive transmission will require conversions from progressive to
interlaced and interlaced to progressive scanning to manage present studio envinmment.  Thus
the effects of the deinterlacing have to be studied to be sure that it handles field aliasing
properly. Table 7 depicts the results of simulations performed on the Kie12 progressive source
sequence by means of PSNR values (they refers to the original sequence that has been interlaced
allowing for reliable comparisons). The original pictures are progressive encoded and interlaced
displayed to give the PSNR value called progressive in table 6. Then the source is interlaced
coded and displayed, and its PSNR computed in column interluced.  Finally, the previous
interlaced sequence is deinzerluced to go back to progressive coding and final interlaced display.

Codiu~  Format Progmsive Interlaced Deinterlaced
PSNR (dB) Y 29.17 27.81 28.36

Table 7 - PSNR (dB) between interlaced, deinterlaced  and progressive signals



--

As expected. the deinterlaced  sequence is bemr than the inrerkcd ~.m~, baause the original
progressive source performs already better than the irltmli~ccd  vcn;ion, and because the
deinterlacing is artifacts free on that sequence.
However, these results are very dependent on the quality of the deinterlacer,  thus conclusions
may take into account possible low quality deinterlacing Having in mind that fhture
deinterlacing will become better and better.

3. Conclusion
In this paper, the coding efficiency of both progressive and interlaced scanning fOnm.tB am
compared by means of PSNR values and subjective picture quality analysis. The main god ~8s
to evaluate the impact of using a progressive transmission format compared to the existing
interlaced one. It leads to the conclusion that the absence of interlaced artifacts (mainly line
fkker) allows the use of a greater compression factor in the case of progressive processing arFd
display. At the same bit-rate an all progressive broadcasting chain, from the source captum to
the final display, is thus preferable to an all interlaced one, except for an increased hardware
complexity if *ice the number of pels  is scanned. Moreover, with interlaced display, the
progressive transmission can be considered at least as good as the interlaced one and generally
better if progressive sources are encoded. Unfortunately, the conclusions am not so clear when
dealing with interked  sources : the loss of resolution supersedes sometimes the reduction Of
blocking effects and the conversion from progressive to interlaced scanning after decoding can
either improve (post-filtering of the coding artifacts) or decrease (loss of resolution) the picture
quality depending  on the source sequences available.
Consequently, it has been shown that progressive does not lead to a loss of performances, that
on the contrary it brings a more stable picture quality, even if the MPEG-2 standard has been
optimized for interlaced signals.
Thus, from a pictum quality point of view, progressive scanning is a very attractive format for
the transmission, and even mom for the visuakation of pictures. In addition, progressive can be
used as an intermediate step towards progressive broadcasting of TV signals without loss of
performances compared to the existing inteilaced  format. This is even more interesting when a
smaller picture size is considered, to comply ‘with the actual MP@h4L profile (of course
comparable picture quality is assumed).
Finally, if the MPEG-2 compression performances can not be significantly increased moving
towards progressive scanning, compatibility with the multimedia applications (Computer,
Broadcasting, Transmission, Virtuality, Film, ,..) will be simplified and more efficient, This is
perhaps the best way to go to.

Acknowledgment
This work has been supported by the European project RACE 2110 “HAMLET”.

References
Ul S. Pigeon a&P. Guillotel,  “Advantages and Drawbacks of Interlaced and Rogmssive Scanning

Formats”, CEC HAML.ETDeliverable  No R211OiWP2lDSIR/WlbI,  WM6 1995.
[21 Iritcrnatiofml organisation f o r  Standatdisaton. “Generic Coding of Moving Pictures and

Asdated  Audio”, Draft recommendation H262, ISO/XFC 13812-2, March 1994.
[31 P. Guillotel and S. Pigeon, “Coding Efficiency Comparisons of both Interked  and Progressive

Scanning Formats”, CEC HAMLET Deliverable No R2110lWP2lDSIRIOI2lbl,  Y2/M12 1995.
[41 L. Vandedorpe et al., “Motion Compensated Conversion from Interlad to Progressive Formats”,

Signal Processing : Image Cornmum‘cation, VoL 6, No. 3, June 1994, pp. 193-211.
PI S. Pigeon and al, “Specification of a Generic Format Converter”, CEC  HAMLET Deliverable N”

R211OIWP2lDSfSlOU6fbl.  Y2/M9  1995.



-. .1-,

A comparative study of simulcast and hierarchical coding

Participants in RACE project R2110 “HAMLET’, subgroup WG2 ;
J. De Lameillieure: S. Pa&vi&i’

February 1996

Abstract

Simdcsst  of simultatlcolls  txotidcastitlg  of a pmgram  at two diffcrult quality or resohatkm  lcWls
rrquiresrlus~l~so~codingthaascalsbleor~~~sauIIxcoding,whcretfineip~link
between base and enhancement layer. In this papex, we will investigate the conditions undex which a
scalable system has a better subjective quality compared to simulcast at equal bit-rates.

1 Introduction
Hierarchical ding reprams data in two layers : a base laya and an enhancement layex. A hierarchical
decockhas  to decodebothlayersandhas therefore ahighercomplexity  thanadecoderthatdecodes justone
layer. A transmission  with no hieraxchical coding link between both layers broadcasts simultaneously  the
same progmm at two different bit-m&s  or quality levels, and is therefore called “simulcast”. This simulcast
scenario does not require a more complex decoder for the enhancement  layer. This contribution discusses
pros and cons of simulcast and hiemrchicai source coding over a hiemrchical  transmission chain.

In section 2 we will first define the hierarchical tmnsmi&on chain. Section 3 and 4 treat the cases of
quality scalability arkI resolution scalability. Section 5 discusses the hardware complexity of the scalable
and the simulcast decoder. Section 6 is a report of subjective tests of spatial scalability and simulcast carried
out in the Eureka-project “AD’IT.

2 HierarchicaI  transmission chain
Both hierarchical or scalable coding and simulcast are ways of source coding for a hierarchical transmission
chain, i.e., a transmission  chain with a channel coding and a modulation that have two levels of protection :
a well-protected part that can be received under good and under severe transmission conditions. and a less
ptutected part that can be received under good conditions only. ‘l%e recently decided specification of DVB
for ten-e&X transmission [l] foresees such a hierarchical transmission chain as an option. An example of
a hierarchic%l or rugged transmission chain has been demonstrated by the HDTV~ project during the TFA
exhibition in Berlin, Sept. ‘95 [2].

In hicra~~hical transmission chains, the available net bit-rate for source coding is usually smallex for the
well-protected part (base layer) than for the less-protected part (enhancement layer). There are mainly two
reasonsfc?rthat:

A~~nisthatthehigherprotectioaofthebasehyerbythechannelcodingrequiresaproportionally
higha gross bit-rate. In practical  systems, the gross bit-rate of the base layer does not exceed the gross
bit-rate of the enhancement layer. Becanse of theproportionally higher channel coding bit-rate for the base
layer, the net bit-rate for source coding of the base layer is much less than the net bit-rate for the enhancement
li3ytX.

Another reason for the lower net bit-rate for the base Layer is the hierarchical modulation : a modulation
constellation can be configured more robustly at the cost of available gross bit-rate capacity. If base
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and enhancement layer have a comparable part of the energy or bandwidth of the modulated Si@. the
hierarchical modulation will have a lower gross bit-rate for the base layer than for the enhancement layer.
The higher channel coding protection will in it.. turn even  ITIOW  rcduc::  the available  net bit-rate in the base
layer.

3 Hierarchy of quality levels
In this section, we will only consider systems where the output of base and enhancement layer have the
same spatio-temporal resolution but a different quality of reconstruction. This means for the scalable source
coding “‘SNR scalahiiity” or “Data partitioning” [3,4].

Similartothescalablecase,wewillcallthcsimulcastedbitstmams with lower and with higher bit-rate
the “base lay& and “enhancemtnt layer” ltxpthvely.  The enhancement layer in both simulcast and
scalable coding has been compressed with a finer quantisation.

3.1 Picture quality in simulcast and scalable coding
Picture qualityIxn be measured objectivcly by means of the Signal-to-No&Ratio (SNR) or by means of
subjectiveasscssmmts (e.g. according to ITCJ-R Rec. 500 (fl). Although the messurementofthesubjective
quality is quite cumbersome companxl to the calculation of SNR values, it is the subjective quality that
counts in the comparison of different source coding alternatives. In the following, we mean subjective
quality when writing “quality”.

The picture quality after compression and decompression of a digital video sequence is usually an
ascending function of the bit-rate. ‘Ibe quality as a function of the bit-rate is usually steeply ascending for
low bit-rates and saturates at higher bit-rates (see Fig. 1).

I

---

Bit-rate

Figure 1: Picture quality vs. bit-rate ; the bit-rate around which the saturates depends on the video sequence.

We will now compare the scalable and simulcast coding. In both alternatives, the base layer has a smaller
video bit-rate than the enhancement layer.

3.1.1 Siiulcast

The achievable qualities in each of the layers of simulcast is shown in Fig. 2.
Only if the bit-rate of the base layer is sufkiently less than the samration bit-rate, there will be a

visible difference between both layers. Only in that case, a hieraxhical  transmission chain combined with
simulcast makes sense. Otherwise there is hardy any noticeable quality jump between both levels of quality
in simulcast.

3.1.2 Scalable ding

In a first approximation, the quality of the s&able  enhancement layer corresponds to the quality of the
summed bit-rates of base and enhancement layer. The situ3tjon is then as depicted in Fig. 3.



Figure 2: The quality of both layers in a simuk.ast system

This figure clearly shows that a scalable system has an advantage compared to simulcast when the
bit-rate of the simulcast enhancement layer is not higher than the bit-rate where the quality satuW%.

The quality of a scalable system is not exactly equal to the quality corresponding to the sum of the
bit-rates of base and enhancement layer. The .&ability costs some bit-rate for overhead information. As
the quality of the enhancement layer is usually near the sammted part of the quality curve, the subjective
cost of the scalability overhead is mostly small. ‘This has been confirmed by subjective tests [6,7’J, where
the quality of SNR,sc&bility  with 344 Mbit/s was comparable to the quality of non-scalable coding at
7 Mbit/s.

3.2 Discussion
The question on the sense and nonsense of scalable coding in a hierarchical hansmkdon chain (hierarchical
c~lcodingandmodulation)isaccordingtotheabove~pti~completelydependenton thesequence
and the available bit-rates in base and enhancement layer. The answer depends on whether the bit-rates are
in the range where the subjective quality sammtes or not The answer can be summarized as follows :

1. Simulcast or scalable source coding make only sense in a hierarchical tmnsmi&on  chain when the
net video bit-rate of the base layer is sufficiently below the bit-rate where subjective quality  satum@s.

2. Scalable source coding outp&orms  simulcast if the net video bit-rate of the simulcast enhancement
layer is below the bit-rate where the subjective quality sanua&s.

In applications where the bit-rates of base and erbncement  layer are not variable, it is quite probable
that scalability is only advantageous in critical sequences with a rather high quality samration  bit-rate.

4 Hierarchy of resolutions
In this case, the resolution (picture size in pels and/or frame rate) of the enhancement layer is higher than
the resolution of the base layer. Each layer can be coded independently (simulcast). Alternatively, the
enhancement layer can be predicted by upconversion of the base layer (spatial or temporal scalability).

In the application envisaged by the EIAMLEX hardware, the base layer is TV while the enhancement
layer is HDTV. One could think of simulcast or spatially scalable transmission withour hierarchical channel
coding and modulation just to provide the same pro,gmm content to low-cost receivers with the lower
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Figure 3: The quality of both layers in a scalable system

resolution and to high-resolution receivers. When the two resolution layers are transmitted wirh hierarchical
modulation and channel coding, a graceful degradation  in the high-resolution decoder can be real&d under
bad reception conditions by falling back to the upconverted lower resolution layer. On top of that, the
stronger base layer signal will allow the plug-free and portable reception of the broadcasted program, albeit
in base layer resolution.

4.1 Picture quality in simulcast and scalable coding
In the case of resolution hierarchy, the &me considerations as in subsection 3.1 on subjective quality and
saturation bit-rate apply to the upconveated  ba$e layer and the enhancement layer.

Q=W SIMULCAST and SPATIALLY SCALABLE CODING
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Figure 4: The quality of the upconverted  base layer and the enhancement layer in a spatially scalable system



4.2 Discussion
It is an a-priori-choice to include a base layer with lower spatio-rempod quality  in the complete system
here. As a consequence, there is no conclusion that is directly equivalent to the conclusion 1 of section 3.2.
It is only possible to state whether a fall-back to the upconverted base a layer  makes sense :

1. A fall-back to the upcomerted  base layer make-s only sense if the upconverted base layer has a quality
sufficiently below the sahxation quality.

AccordingtoOureJrperiencewithspatialscalability,thisisusuallythecase.  SimikUtOCOnCltiO~  2 Of
section 32. we have :

2. Spatial scalabiity can only have 8 better  quality of its enhancement layer compared to simulcast if
and only if the bit-rate of the enhancement layer is below the bit-rate where the subjective quality
-.

‘Ihacfan, spatial scalability can only be advantageous if for a given bit-rate of the enhancement layer
the simulcast of the cahanccment layer leaves room for a visual improvement. F4x the typical bit-rates of
the HDTV cnhanctment  layer (16 Mbit/s or more)), only critical sequences will alow some improvement
due to spatial xahbiity,  e-g., in vivid motion or just after a scene cut.

5 Comparison of hardware complexity
We will just compare the hardware necessary for source decoding, i.e., a non-scalable decoder for simulcast
and a scalable decoder for hierarchical source coding. The hardware for the hierarchical  transmission chain,
i.e., the layered modulation and channel coding, is the same in simulcast and in scalable source coding.

Ako for the hardware, we make a distinction between the case of quality scalability and of resolution
scatability.

5.1 Quality scalability ,
In quality scalability, &linger  pointed out that an SNR scalable chip requires no additional memory compared
to a non-scalable decodex  [8]. The extra chip area muired for SNR scalabiity is estimated to be at most
20 9b. With a time multiplex of base and enhancement layer data, the extra necessary chip area could be
reduced to a few percents. However, chip costs are mainly influenced by the package and not by directly by
chip area. The package and pinning is similar in base and enhancement layer.

5.2 Spatial scalability
Inthis~,thecostofthe~ledecoderishigherthanthecostofanon-scalabledecoder(fordecodingthe
enhancement layer of simulcast). The scalable decuder needs on top of the non-scalable decode a smaller
decoder, including meaxay, for the base layer If that should be a Ml-back possible to the upconvxated
baselayerinsimulca!&thentilehardwaref6rupconversl ‘on is common to both scalabie and non-scalable
decoders.

Atsointhiscase,theexhrachipareainthescalabledecodercouldbereducedbyatimemultipl~of
base and enhancement  layer. In any case, the principal extra cost in the spatially scalable decoder is for the
memory chips of the base layex Therefore, in a scalable HDTVdecoder with a TV base layer, the decoder
cost is approximately 1.3 times higher 181.

6 ADTT Simulations
6.1 Objectives of the experiment
Within the framework of EUREKA ADJT, two main broadcast scenarii had to be compared in order to
contribute to the work of DVB on the introduction of digital HDTT.  simulcast and embedded. Therefore, a



psycho-visual experiment was carried out to compare the performmc~s of b& c&ing systems : it aimed
at measuring the difference, in bitrate, between the FIDTV  qualities issued from both hierarchical and
simulcast scenarii. This evaluation was the 6rst carried out on MYI’\  sequences coded in conformity with
the MPEGZ  standard: MP@H14  vs SSF’@HlJ.

These tests are only a part of the information’s nded to compare TV/HDTV  broadcast Scenarii. The
purpose of the experiment is the evaluation of the possible loss in picture quality in the embedded mode, when
a TV bit stream is embedded in the HDTV one, in comparison with the simulcast TV/HDw  transmission
in which the bit streams are independent.

The experiment was organ&d  and czuried out by ADIT while the simulations were completed by
HAMLET.

6.2 Simulations
?he simulations canied out for these tests were based on

l Simulcast 160 HDTV promsings at 20 Mbit/s & 16 Mbit/s,
l Simttlcast 4/3 TV processings  at 4 Mbit/s & 3Mbit/s,
l Etuhedied 16/?J  processings at 20 Mbit/s (including I6/9 TV at 4 Mbit/s).

The sequences encoded were Cross-Country Skiing, Mobile & Calendar 2, Saint-Malo, Table  Tennis 2,
Tamburini.

The way of encoding included some results of optimisations for HDTV processings  that had been
performed within the HAMLET WP2.

6.3 PSNR Results
Considering the 1tuninance Peak Signal to Noise Ratio curves, a first analysis shows that the embedded
encoding at (16+4) Mbit/s  does not seem to give significant improvement on the standalone one at 16 Mbit/s.
and is far away from, the values of the standalone one at 20 Mbit/s.

Moreover, for embedded encoding&e  quality of the base layer does not seem to be sufficient enough
to obtain a good spatial prediction for the enhancement layer at such hit rate.

On the other hand even though the embedded encoding curves do not have a very good average, they
are more constant for both type of pictures (the I. P-& B-picture PSh!R values are closer one to each 0th~)
: that can lead to a good subjective effect.

6.4 Subjective evaluation Results
From the HDTV experiment, it can be concluded with a good accuracy that the quality of the HDT’V pictures
in an embedded system at 20 Mbit/s is equivalent to the KDTV quality of a simulcast system at 16 Mbit/s.
The diffmce in bitrate,  for similar quality, is therefore 20 % of the embedded system bitrate.

Another conclusion which can be drawn from these experiments concems the absolute HDTV quality.
On the limited basis of the IT&R criteria, it may be assumed that 20 Mbit/s, even with simulcast approach,
is not enough to provide acceptable HDTV secondary distribution.

lle statement of the parameters of a complete TV/HDTV system would require more information on
the minimum acceptable quality for TV and HDTV distribution services.

7 Conclusion
We have compared scalable source coding and simulcast, both for transmission over a layered hierarchical
transmission chain. We have shown that it only makes sense to have an (upconverted) base layer as fall-
back if its quality is sufficiently below the bit-rate where quality saturates. We have also shown that the
scalable enhancement layer can outperform the simulcast enhancement layer if the quality of the simulcast
enhancement layer is below the satnration quality. In general, a conclusion on scalability vs. simulcast
depends on one hand on the quality saturation and its corresponding bit-rate for a given sequence, and on



the other hand on the bit-rate of base and enhancement layer. 11~: exwa hardware  complexity for SNR
scalability is small, while in ~p;~ti;d qxlability, it is rouy,hlv  1 1l !~mt-: I)igtx’r. dqwnding  on the subsampling
of the base layer.
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Good morning, Mr. Chairman and members of the Committee. Thank you

for the opportunity to testify today. I am the Senior Vice President, Consumer

Platforms Division, of Microsoft Corporation. Microsoft is the world’s largest

publisher of software for personal computers The Consumer Platforms Division

coordinates Microsoft’s efforts in developing products for advanced consumer

electronic technologies, handlheld devices, set-top boxes, and other non-PC

systems, among other things.

In addition to my responsibilities at Microsoft, last fall I was appointed by

FCC Chairman Hundt to represent Microsoft in the final deliberations of the

Advisory Committee on Advanced Television Service, or “ACATS.” Microsoft

had not been a member of ACATS before that appointment.

Microsoft and a number of other software publishers and computer

hardware manufacturers have formed a special task force - the Computer

Industry Coalition on Advanced Television Service, or “CICATS” -- to participate

in the Advanced Television debate. I am pleased to appear on behalf of CICATS

this morning and to present its views on the draft Electromagnetic Spectrum


